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A Low-Power Variable Length Decoder for MPEG-2
Based on Successive Decoding of Short Codewords
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Abstract—This paper presents a low-power variable length de- tion. This trend is rapidly changing as the target of multimedia
coder exploiting the statistics of successive codewords. The decodesystems is moving toward portable applications. These systems
employs small look-up tables working as fixed caches to reduce the highly demand low-power operations, and, thus require low-

number of activations of a variable length code detector where con- . . .
siderable power is consumed. The power simulation results esti- power functional units. Although the VLD proposed by Lei and

mated using PowerMill show that 35% energy is reduced on the Sun is good for achieving high throughput, it is not optimized

average compared to the previous low-power scheme. for low-power applications. Therefore, there have been consid-
Index Terms—Huffman, low power, MPEG-2, variable length erable efforts to reduce power consumption, which can be classi-
code, variable length decoder. ’ ’ fied into two categories. The firstis to reduce the power of LUTs

based on the fact reported in [4] that LUTs consume consider-
able power. A number of schemes such as prefix predecoding
[7] and table partitioning [8] have been presented and have re-
ARIABLE length coding that maps input source data ontduced the power of LUTs significantly. Second, the other ac-
codewords with variable length is an efficient method ttivities have tried to reduce the power of a VLC detector, and
minimize average code length [1]. Compression is achieved pgoposed several schemes such as VLC detector sizing [8] and
assigning short codewords to input symbols of high probabilitiarrel shifter optimizing [9]. All of these approaches assume
and long codewords to those of low probability. Variable lengtifiat a codeword is independent of others, and do not consider
coding has been successfully used to relax the bit-rate requitee relation among codewords.
ments and storage spaces for many multimedia compressiofm this paper, we propose a new low-power VLD that con-
systems such as MPEG and H. 263. For example, a variablders the characteristics of successive codewords. The organ-
length code (VLC) is employed in MPEG-2 along with the disization of this paper is as follows. Observations on MPEG-2
crete cosine transform (DCT), resulting in very good compreseurce bit-streams and the parallel decoding architecture are
sion efficiency. presented in Section Il. The proposed low-power VLD scheme
The most important objective in the early researches émdescribed in Section Ill. The implementation of the proposed
variable length decoders (VLDs) is to achieve high throughplew-power VLD is described in Section IV. Finally, conclusions
There have been a lot of studies addressing high performaa¢e made in Section V.
VLDs [2]-[6], which can be classified into two groups:
tree-based and parallel decoding approaches. The tree-based
approach decodes input symbols bit-serially and is adopted Il. OBSERVATIONS

by a preliminary VLD [5]. Although some improvements Fig. 1(a) shows the parallel decoding VLD architecture that

make it possible to decode more than one bit per cycle [6], the
: . ; c composed of a VLC detector and a LUT. The VLC detector
approach is not suitable for high performance applications Sdék}urthgr decomposed into a barrel shifter and an accumulator.

MPEG-2 and HDTV, b high clock rat i . )
as an ecause nigh clock rate processi ce the longest codeword is assumed to be 16 bits long, the

is inevitable. As opposed to the tree-based approach, . e ) i
parallel decoding approach can decode one codeword per C>9Li|éout size of the barrel shifter is set to 16 bits. To determine

regardless of its length. As an example, Lei and Sun propost shift amount of t_he barrel shifter, _the_ accumulator_ adds
such a VLD that consists of two major blocks, a VLC detect& e length of the previous codeword to indicate the location of
and a look-up table (LUT) [3], [4] ' the next codeword. If the shift amount exceeds 15 (the largest

Since early studies have focused only on high throughprl]}[Imber with four binary digits), the two D flip-flops (FFs)

VLDs, low-power VLDs have not been received much atte';fl_pdate the input data under the control of the carry output of

the accumulator, which is equivalent to a 16-bit shift. The LUT
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input VLC Detector energy consumption and the occurring frequency. In this case,
—— 6 E..; depends on the size of the table containing codeword
| OFF |__ ‘i D‘FF ' carry (enable) Low power is achieved by making..,; with high P.; small.
The size of the VLC detector is changed from 16 to 8 bits, be-
im ———iw cause the codewords in the most frequently accessed LUT are
) shift shorter than 8 bits. On the other hand, the throughput is lowered
Barrel Shifter 53— Accumulator to 0.6 codewords per cycle. For this scheme, the average energy
consumption per codeword is modeled below [8]
16 length } 4
Evur =PriEgy + Pra(Egs + Eav) + -+
n—1
Codeword Decoded Codeword +Pra <EH nt Z EMi) + Eoverhead (1)
Table Codeword Length L =1
(AND) (OR) (OR) Evp =[P (0,Y, =8) + 2P, (Y3,2Y,) + - -
+m P ((m = 1) Yo, mYy)] B (V) 2)
Look-up Table (LUT) - PLA where Pr; is the probability that LUT is hit, n is the number
of LUTSs, Ey; is the energy consumption of LUiTwhen there
@) is a hit, Fy; is the energy required for a misByyerehead (1)
input VLC Detector is the energy consumed by the circuit additionally required for
— 5 n LUTS, P..(z,y) is the sum of the occurring probabilities of
' D FF I""+ O-FF l carry (enable) codewords whose lengths are greater thaand less than or
equal toy, andm is the smallest integer not less than the max-
t 8 _i 8 imum code length. ..., divided byY;.
, shift In (2), Evp is valid only if the VLC detector is independent
Barrel Shifter 3 Accumulator of LUTs as in [10]. As the VLC detector is related to LUTs in
- [8], Evp in (2) underestimates the energy consumption. Let us
18 M3 assume a codeword whose length is less tharif the code-
[Tt o[ Catchz ]+ +{ Latohn | word is not in LUTL, it takes two cycles to decode. Although
T F T T the accumulator does not have to operate during the first wait
£ cycle, it consumes some amount of energy. The input change of
LUTT = | BUT2 e | LUTR 8 the adder (3-bit adder for this case) leads to energy consump-
tion. As the adder is as complex as LUT1, it consumes as much
energy as LUTL1. Note that the energy consumption during the

— . .
i J— wait cycle, Evp wait IS sSmaller thanE(Y;), because the accu-
mulator output remains unchanged and there are no switching

() activities in the barrel shifter. Considering this claify,p is
Fig. 1. VLD architecture: (a) parallel decoding architecture [3] and (b) M-wagnodified as follows:
partitioned LUT architecture [8].

- Pri + wPry
Evp = |P. (0,Y}) —————=
ation [8]: VP (0.1:) Pri+ Pro
(w+1) Prs + 2wPry
P.. (Y3,2Y;
+Per (Y, 2Y3) Prs + Pry

+|EW) @)

Evip = Frur + Evp = Z Peyi- Ecwi + E(Yy = 16) (1)

=1 wherew = 1+ Evp wait/E(Ys) & 1+ Eadaer/E(Y3). Itis as-

wherez denotes the average of P.,; is the probability that sumed that LUT1 and LUT2 have all codewords whose lengths

codeword; occurs,E.; is the energy required to decode codeare shorter than or equal, i.e., P..(0,Y;) = Pri+ Pro, and

word i, n is the total number of codewords in the LUT, andUT3 and LUT4 have the codewords whose lengths are longer

E(Y;) is the energy consumption of the VLC detector whosthanY; and shorter than or equal 8, i.e., P, (Y;,2Y};) =

size isY;. As there is one large LUT that is switched every’rs + Pry. For examplewPro in the first term in (3) rep-

cycle, E.; is little related toP.yi (Fewi = Eeow, Y i, then resents that it takes o€, qq., (Wait cycle) and onds(Y}) to

> PewiBewi = Eew). decode a codeword in LUT2 arf@v + 1)Pr3 in the second
Although the large LUT is a key to achieving high throughputerm in (3) represents that it takes ofigq., (Wait cycle) and

it is not suitable for achieving low power. Due to this fact, thewo E(Y}) to decode a codeword in LUT3. A&, (0, Y;) is the

follow-up studies have focused on reducing LUT power cotiargest of all, the first term in (3) greatly influences the overall

sumption. For example, the latest low-power VLD scheme [8]LC detector energy consumption. To achieve low energy con-

uses M-way LUT partitioning to exploit the codeword occurringumption, therefore, we have to make; + wPr, smaller and

probability, as shown in Fig. 1(b). A single LUT is partitionedv equal to 1, which becomes more effectiveifY}) is larger

into a number of nonuniformly sized LUTs with considering théhan E 4.
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TABLE |
LUT1 AND VLC DETECTORPOWER CONSUMPTION FORV ARIOUS CONFIGURATIONS

VLC detector | LUT! input Number of LUT1 power | VLC detector power

size bit-width entries in LUT1 | (WW/MHz) (UW/MHz)
2-bit 2 4.6267 45.0204
3-bit 3 6.0504 41.3111

Sbit 4-bit 5 9.7894 47.5852
S5-bit 8 13.8398 50.2851
6-bit 12 17.4179 54.5104
7-bit 16 21.1989 51.2981
2-bit 2 4.7149 89.0507
3-bit 3 5.9654 75.4895
4-bit 5 10.1064 95.9392

12-bit S5-bit 8 14.5134 104.7494
6-bit 12 17.9466 103.4029
7-bit 16 23.2681 99.9795
8-bit 24 31.7988 114.5757
10-bit 32 38.1060 112.9218
2-bit 2 4.7811 133.4916
3-bit 3 5.8610 108.9769
4-bit 5 10.2435 139.2018
5-bit 8 14.3227 140.4556
6-bit 12 18.1568 144.0675

16-bit 7-bit 16 23.6627 145.4009
8-bit 24 32.1458 156.2268
10-bit 32 38.9393 155.6910
12-bit 48 57.5820 158.5675
13-bit 64 67.6567 172.3900
14-bit 80 68.4921 166.9540
15-bit 96 73.4281 163.7231

To compareE(Y;) with Exy, a number of power simula- using the hierarchical power simulation supported by Power-
tions are performed for various configurations. B§Y;) and Mill, as shown in Table I.
FE g1 represent energy consumption during one cycle, they areThe results show that the average power consumption of
closely related to the average power consumptib(Yy) = LUTL, PLyri, increases as the input bit-width increases, while
Pyp X teyeles Er1 = Pruri X teyele). Based on the M-way that of the VLC detectorPyp, varies a little (within=10% of
partitioned LUT architecture shown in Fig. 1(b), six differenthe median) and is not monotonically proportional to the input
LUT1s whose input size ranges from 2 to 7 bits are incorpsize. For example, let us consider a VLD with a 16-bit VLC
rated with an 8-bit VLC detector, eight different LUT1s (2- taletector and a 15-bit LUT1. From the results in Table I, we
10-bits long) are with a 12-bit VLC detector, and twelve difexpect that the power is reduced by approximately:80"MHz
ferent LUT1s (2 bits to 15-bits long) are with a 16-bit VLC deif the M-way partitioned LUT scheme results in a 5-bit LUT1,
tector. The VLC used in the experiment is the MPEG-2 DCa@nd approximately 12p\W/MHz if the reduced VLC detector
AC coefficients that occupy more than 80% of the whole VLGcheme [8] results in a 8-bit VLC detector.
bit-stream. The VLC tables are constructed from Table-B14 in As the VLC detector consumes more power than LUT1,
the MPEG-2 standard [11] while omitting some codewords g@iower optimization focused on the VLC detector achieves good
fixed size such as the DC coefficient and common escape codesults. For a VLD that has an 8-bit VLC detector, further power
Note that these codewords are not considered in the previsaduction can be achieved by optimizing the VLC detector
work [8] either. In this experiment, the codewords that can be dgswer consumption, not the LUT1 power consumption. Since
codedin LUT1 are considered. The VLD is described in Verilog,UT1 optimized by the low-power schemes [7], [8] has input
synthesized using Synopsys Design Compiler with a @86- bit-width of 4 or 5 bits, it consumes approximately one fifth
standard cell library [12], converted into spice netlists, and thef the VLC detector power. Consequently, a new low-power
simulated using PowerMill at the typical operating conditioscheme must be developed to activate the VLC detector as
(3.3 V, 25C). The power consumption results are collecteahinimal as possible.
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300 , TABLE I
—8— 8-bit VLC detector STATISTICS OF SHORT CODEWORDS
250 | -4 12-bit VLC detector
—e— 16-bit VLC detector Codeword Index Length | Occurring probability
- 200 10 1 2 0.1547
3 11st 2 3 0.1954
& 150
] e 011s 3 4 0.1040
% 100 0100s 4 5 0.0830
0101s 5 5 0.0613
50 00101s 6 6 0.0313
0.0 00110s 7 6 0.0292
2 3 4 5 6 7 8 10 12 13 14 15 00111s 8 6 0.0403
LUT1 input bit-width T s denotes a sign bit.
Fig. 2. Plot of Pyp/PLuT: for 8-bit, 12-bit, and 16-bit VLC detectors.
TABLE Il
STATISTICS ON TWO SUCCESSIVE SHORT CODEWORDS FORMPEG-2
025 DCT AC COEFFICIENTS
Short Occurring probability of Successive codeword
> 020 | codeword (by index)
= (index) 1 21 3] 4|5 |6 | 7] 8 |sum
§ 015 | 10(1) 0.13 | 0.08 | 0.11 | 0.1 | 0.07 | 0.05 | 0.04 | 0.05 | 0.65
= 11s (2) 0.12 | 0.32 | 0.13 | 0.07 | 0.08 | 0.03 | 0.03 | 0.05 | 0.81
o
£ o10 | 011s(3) | 0.16 | 029 | 0.13 | 0.05 | 0.08 | 0.02 | 0.04 | 0.05 | 0.81
£ 0.
§ 0100s (4) 0.08 | 0.30 | 0.11 | 0.13 | 0.06 | 0.06 | 0.02 | 0.03 }§ 0.79
o 005 0101s (5) 0.20 | 0.26 | 0.12 | 0.04 | 0.08 | 0.01 | 0.04 | 0.05 | 0.81
00101s (6) 0.05 [ 0.29 | 0.09 | 0.15 | 0.04 | 0.09 | 0.01 | 0.02 | 0.75
0.00 . n r~— . e, . . . 00110s (7) 0.27 | 0.22 | 0.11 | 0.03 | 0.07 | 0.01 | 0.04 { 0.05 | 0.80
1 1M1 21 31 41 51 61 71 81 91 101 111 00111s (8) 0.23 | 0.24 | 0.12 { 0.03 | 0.07 | 0.01 | 0.04 | 0.03 | 0.80

Codeword Index

Fig. 3. Distribution of codeword occurring probabilty. a VLC detector, these codewords activate the VLC detector and

LUT1 as other codewords do. As the power dissipation of the

The ratio of Pyp to Py is plotted in Fig. 2 with varying VLC detector is larger than that of LUT1, considerable power
the LUT1 input bit-width and the VLC detector size, in whichsaving can be achieved if two short codewords are decoded by
PpuT: is always smaller tha®yp, Pyp/Pruri > 1. For a activating the VLC detector only once. It is equivalent to low-
low-power VLD that has an 8-bit VLC detector and a 4-bit widering Pr in the numerator of the first term in (3).
LUT1, the power consumption ratio is about five, which indi- To validate this idea, the statistics on two successive short
cates that further optimization on the VLC detector can lead todewords was examined using the same files used in the pre-
considerable power reduction. vious experiment. Table 11l shows the result. The short code-

In order to develop a new low-power VLD scheme, we firstvord (index) indicates a preceding codeword and the occur-
examined the average occurring probability of each codewaidg probabilities of successive short codewords are listed ac-
contained in [11, Table-B14]. The reference implementation obrding to the codeword index. The result indicates that 75% of
the MPEG-2 standard [11], called MPEG-2 TM 5 was modifiedhort codewords are followed by another short codeword whose
to store all the codewords encountered in running the progrdemgth is shorter than 7 bits. In addition, 90% of successive code-
into a file. Using the MPEG-2 video conformance bit-streamsgjords are within 8 bits. The probability that two short code-
we generated 20 files each of which was approximately 100 kBords are located in one VLC detector window is high enough
Based on these files, the average occurring probability was to-validate the idea.
vestigated, as shown in Fig. 3. As short codewords are closelySince the basic principle of variable length coding is to assign
related to the efficiency of low-power schemes, the probabilighort codewords to frequent input symbols, the observation re-
has to be determined precisely. The average occurring probabilit seems to be straightforward. The size of a VLC detector
ities of short codewords such as “10” and “11s” are as high &senough to have two short codewords, even if an 8-bit VLC
0.15, which is similar to the previous results [8], [10]. detector is considered. Therefore, it can be used to reduce the

The occurring probabilities of the short codewords are listetimber of VLC detector activations by decoding two succes-
in Table Il. Approximately 70% of the codewords have codsive short codewords for a VLC detector activation. This is a
lengths of shorter than 7 bits, and the most frequently occurrintgjor point different from the previous low-power schemes in
codewords are “10,”“11s,”and “011s.” Regardless of the size which the VLC detector is always activated for each codeword.
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input
l VLC Detector «
VLC Detector <
| Latch1 | Latch2 |
10 8 00101s
11s E 00110s
011s 00111s
| 0100s 000100s
51 ot01s 000101s
- 000110s
000111s
0000100s
0000101s
& | 00001108
5| 0000111s
—
E z
@
VLC Detector
Fig. 4. Proposed low-power scheme.
A
[ Latent | Latch3 | l—-] Latch2 |
Ill. PROPOSEDSCHEME 8 1
N . . 10 57| | 10 00101s
As described in Section Il, a low-power VLD can be achieved 11s G 11s 00110s
by reducing the number of VLC detector activations based on 0t1s 011s 00111s
. . . ~ | 0100s |miss 0100s _ 000100s
the successive short codeword statistics. For this purpose, an 5| p101s 0101s  |miss | 000101s
additional LUT is introduced. The LUT called Cachelis located - B 00:(111s oggms
between LUT1 and LUT2 as shownin Fig. 4, and accessed in the 8 gg"fg 800(1,]835
sequel of LUT1. During the next cycle, the output of the VLC 0000101s
. . N
detector is shifted by the length of the short codeword and then 5| ooooos
supplied to Cachel. This shift can be implemented by using a -
latch that points a different part of the VLC detector output. If = = =
a codeword is hit in Cachel, the power to be consumed in the |

VLC detector can be saved, because the VLC detector is not ®)

activated. Additional caches may be employed for the purpoge & VLD arch (@) previous | VLD (8] and (b) §
H H 1g. 9. architecture: (a) previous low-power an propose

of further power optimization. low-power cache-equipped VLD.

The proposed scheme works as follows. The codeword

aligned in the VLC detector is decoded in LUT1. The most

frequent codewords such as “10,” “11s,” and “011s” are |ocat@dis guaranteed that the codeword is not in LUT1. As we can
in LUT1, where € {0,1}. Once a target symbol is found inSkip the access to LUT1, it is possible to save power without
LUT1, a new codeword is then searched in Cachel withogacrificing performance. The proposed VLD architecture is
invoking the VLC detector to align the VLC stream. In thdriefly presented in Fig. 5 compared to the conventional one
next cycle, the input latch of Cachel is clocked to latch tH8l-

output of the VLC detector. In the case that a codeword is hitIn the proposed scheme, LUT1 and Cachel are accessed se-
in Cachel, the energy required to activate the VLC detectguentially. However, we can imagine other configurations, be-
is saved. Otherwise, the energy and the cycle time neededamse the output size of the VLC detector is enough to cover two
access Cachel are wasteful. However, the power consumpgbort codewords as mentioned before. One possible configura-
of Cachel is much less than that of the VLC detector atidn isto enlarge LUT1 to generate two short codewords, and the
the probability that a codeword is hit in Cachel is as highther is to access LUT1 and Cachel in parallel. Although these
as 0.8 for even a small-sized cache containing only 8 shadnfigurations are more useful in increasing throughput, the
codewords. Therefore we can reduce the average powerfaimer results in a larger LUT, and the latter activates Cachel
the VLC detector. In addition, letting the next codeword gevery cycle, resulting in more energy consumption than the pro-
directly to LUT2, instead of LUT1, can compensate the cyclgosed scheme in our power simulation. Another disadvantage of
penalty caused by a cache miss. This can be achievedtbgse configurations is that two symbols are decoded at a time.
making Cachel contain all the short codewords of LUTL1. Tfhis makes the following hardware stages complex, as they have
a codeword is not in Cachel that satisfies the above propettyprocess two symbols concurrently.
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LUT2 LUT1 . _Cachel  LUT2 wherePs denotes the probability that a short code-

word enables the cache in the next cydtec is the
probability that Cachelis hit, arfdh; ¢ is the energy

A

consumption of Cachel for a miss. Since Cachel is

smaller than LUT1, the terns(Pri; — Prc)Ence,

is introduced to account for the case that some code-

words in LUT1 lead to a miss in Cachel. Then, the

energy consumption of the accompanying VLC de-

tectoris((1 — Ps)Pry +wPs(Pry — Pr¢))E(Y3).

By the similar fashion, the average energy con-

/o sumption in Cachel and LUT2 are represented

Zggghgy’ as PsPrcEgc and Pro(Ege + Ea), and the
) corresponding VLC detector energy consump-

tions are(w — 1)PsPrcE(Y,) and wPryE(Y),

LOTL . Gachet - LUTZ respectively, whereEy- is the energy con-

sumption of Cachel for a hit. Thery.,yr and

E.p are formulated as in (5) and (6), shown

at the bottom of the page, where, we assume
Eoverhead(n + ]-) = Eoverhead(n)- Let PTC be
zPry, r < 1, and we assum&yc = yEg1,

y < 1 and Eyj¢ = Fpgyce. Then, we have
(EcLut = Erur — (1 —y)PsPriEg:) < Evur,
which indicates the average energy consumption
of the LUTs is reduced in the cache-equipped
VLD. Applying the same assumption to the numer-
ator term in (6), we have a simplified numerator,
Pri+(w—-1-x)PsPri +wPry. If > (w—1),

the energy is reduced for the VLC detector as well.

Fig. 6. Three cases to compute the average energy consumption per codewor _ P
for cache-equipped VLDS. @rc < Pry.(b) Pre = Pri,(¢)Pro > Pr. Ease 2)Prc = Pr1. Thisis the case that Cachel and LUT1

are the same. As shown in Fig. 6(b), the three LUTs
can be examined separately. Théh, yt andE.vp

The average energy consumption per codeword in a cache- are formulated as in (7) and (8), shown at the bottom
equipped VLD is modeled by the following equation: of the next page. The average energy consumption

of the LUTs remains unchanged after Cachel is in-

Exip = Ecvur + Eevp 4) corporated into the VLDE .vp and can be reduced

by (w — 2)PsPriE(Y3).

wherec indicates that caches are employed. We assume thatase 3)Pr > Pr;. This is the case that all the en-

one cache (Cachel) is employed dng(0,Y;) = Pri + Pry tries in LUT1 are included in Cachel, and
for the sake of simplicity. From this, three cases are considered some entries in LUT2 are also included in
separately. Cachel as shown in Fig. 6(c). The average en-
Case 1) Prc < Pry. This is the case that all the entries in ergy consumptions to decode a codeword in
Cachel are included in LUT1, but both are not the LUT1 and Cachel becomél — Ps)PriFm
same as illustrated in Fig. 6(a). The average energy and PsPriEFgc + Ps(Prc¢ — Pri)Emc =
consumption to decode a codeword in LUT1 be- PsPrcEgc, and the corresponding VLC detector
comes(1 — Ps)PriEg1 + Ps(Pr1 — Pro)Eymc, energy consumptions afé — Ps)PriE(Y;) and

E.ur :(1 — PS)PTlEHl + PsPrcFEgc + Ps (P?"l — PTc) Eye + Pro (EH2 +E]\/[1) =+ ..

ECVD = |:Pcr(07Yb)

i=1

EELUT—PSP?”lEyl—|—PSP7‘0EHC+PS(P7”1—PTc)EJ\/[C (5)

n—1
+ Prn <EH11 + Z EJUi) + Enverhead (TL + 1)

(1-Ps)Pry+ (w—1)PsPr¢c +wPs(Pry — Prc) +wPry
P’I”l + PTQ

+-| E(Y)- (6)
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(w — 1)PsPrcE(Y}), respectively. The average As mentioned in Section Il, another low-power approach
energy consumption in LUT2 is represented as to makew equal to 1, which means the adder in the
(1 — Ps)Pry(Ega + Ean1) + Ps(Pry + Pro —  accumulator does not consume any energy for the wait cycle.
Pre)(Egs + Epnc), where the first term is for As the adder and the VLC detector do not have to be activated
the case that LUT2 is hit after LUT1 is missed, antb access Cachel and LUT2, we can modify the accumulator
the second term is for the case that a codeword nas shown in Fig. 6 to prevent unintended adder activations.
in Cachel is hit in LUT2. The corresponding VLCNote that the accumulator in Fig. 7(a) has a D FF at the
detector energy consumption(il&’ (1 — Ps)Pro + output side of the adder, and, thus the adder is activated
wPs(Pry + Pry — Pr¢))E(Y,). Then we have a whenever the input changes. On the other hand, the modified
simplified form,(w Pro+wPs(Pr;— Pre))E(Y;).  accumulator in Fig. 7(b) employs two D FFs at the input side
Finally, E.puyr and E.yp are formulated as in (9) of the adder. Due to this, unintended adder activations are
and (10), shown at the bottom of the page. Based @nevented. The modified accumulator leads to some changes
the similar assumptionto Case 1, iBr,c = xPr;, on the remaining part of the VLD. As the carry of the adder
x > 1,Egc = yEm,y > 1, Eyc &2 Egce, is generated after the length and the shift are latched, it is
Eyi & FEgi,andEgs = zEg1, 2 > 1,we have no longer possible to update the D FFs in the accumulator
Eour & Erur+((y—1)—2(x—1)Pr;)PsEy; and two D FFs in front of the barrel shifter at the same
for (9), from which we can conclude thdi.;yr clock edge. For this reason, two length values are updated at
is close to Eryr. Applying the same assump-different edges as shown in Fig. 7. If a new codeword shift is
tion, the numerator in (10) can be rewritten asequired, the enable signal is asserted using the current status
Pri+(w—1—2)PsPri+wPry.Sincew—1 < 1 ofthe controller and the table look-up results. Consequently, the
andz > 1, E.ypisreducedbyincorporating Cachelaverage VLC detector energy consumption per codeword can be
By the same manner, the throughput of a cache-equippeaiculated by the following equation:

VLD, f., is modeled in (11), shown at the bottom of the page,

where f is the throughput of the VLD in which no caches are

adopted, and, is the operating frequency of the VLC detector. Pry — PsPrc + Prs

Observe thaf. = f for Pr¢ = Pry, f. < f for Pr¢ < Pry, Bevp = |Per(0,Y3) Pri + Pry +o E(Y).

andf, > f for Pr¢ > Pry. (12)

EcLUT :(1—PS)P’I"1EH1+PSPTCEHC+PT2(EH2+(l—PS)E]\,[1+PSEMc)—|—~-~

n—1

+ Pry, (EHn + Z Enri + (1= Ps) Ey + PSEJMC’) + Eoverhead (1 + 1)
1=2

gELUT, wherePr; = Pre impliesEH1 = FEgc andEyq = FEye (7)

(1 —-Ps)Pri+ (w—1)PsPrc + wPry
Pri + Pry

Fovp = [Pcrww P } E(Y:). ®)

ECLUT :(1 —PS)P?”lEHl+PSP7”1EHO+PS(PTC _PTl)EHC+(1 —PS)P’I“Q(EHQ—I—Ezul)
+ Ps(Pri+ Pro — Pre) (Ega + Enie) + Prs (Egs + Eye + (1 — Ps) Eypn + PsEyie) + -+

n—1

+PTn (EHn + ZEM7 + (1 - PS) E]Ml +P3E1\IC) + Eoverhead (n + 1)
=2

EELUT —I—Ps(l - PT‘1> (E]uc - E]\/[l) - PSP?”lEyl —|—PSP7”0EHC — Ps (P?”C - P’I“l) (EH2 —f—E]uc') (9)

S 1—Ps)Pri+ (w—1)PsPr¢ +wPs(Pri — Pr¢) +wPr
ECVD = |:Pcr(07Yb>( ) - ( ) P’I“l _IC_ PTQ ( - C) 2 + - :| E (Yb> . (10)
—-1
f I:Pcr(07 )/b) (1_PS)PTI+PSP;)C;T_$I€,8“§PT1_PTC)+2PT2 + o j| f{17 |f PTC 7é PTl (11)

-1
[P0, Vi) 20 ] fy = if Pre = Pry
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clock | | i Input

iq: o> ] Accumq!ator
shift /i [ reg2 |‘_—_‘ regl l‘_ cany —enable <é:0>
enable I | <7:°>t 37 :
" hift : 4
length >< _ . . Barrel Shifter T
add add add add
<7:0>~|
<1:3>{ <50> 7 <40>] <5:0>7 <751 <75] <51
A latch latch latch latch latch latch latch
3 - ~ &
s Pl E| (2] e 5] 2]]e
2 <§5 3 3 © ® -
3 DFF > shift '
enable —>»
. i ﬂi
length ﬁ;————l
clock ~ I
(@) ¢ e g $ g
| | | | a a & & &
( Tatch h IatTch e L Ia{ch 1| Taich Je] Tatch pal
<7:4> <4:1>1 <5:2>% <6:3>% <T4>%
L___J length
>< >< X >< (run, level)
add add No add add Fig. 8. Proposed low-power cache-equipped VLD architecture with an 8-bit
. VLC detector.
3
» DFF detector is desirable for low power, and a large VLC detector is
I"" N \ for high performance. Therefore we implemented 8-, 12-, and
enable c,gck L 5 shift 16-bit VLC detectors. For each VLC detector, LUTs were opti-
I—» y mized in terms of energy by repeating a number of power sim-
M ulations.
length ’3 DFF The VLD architecture based on the 8-bhit VLC detector is

shown in Fig. 8, which has two separated caches (Cachel and
(®) Cache2) to further reduce power consumption. If the size of a
Fig. 7. Accumulator structure: (a) conventional structure that cannot avasthort codeword found in LUT1 is 2 bits, Cachel is accessed in
unintended adder activations [8] and (b) modified structure that preveRigsa next cycle. Cache2 is accessed for a 3-bit codeword. The
unintended adder activations. other blocks such as LUT2, BLK1, and BLK2 have the same
function as those of the VLD structure presented in [8].
IV. EXPERIMENTAL RESULTS Fig. 9 shows the power consumption of the 8-bit VLD em-
ploying the modified table partitioning algorithm and caches.
To validate the proposed low-power scheme in practical d€ompared to the VLD without caches, maximally 27.4% power
signs, 24 VLDs were implemented for various configurationss reduced at the cost of negligible area overhead. The power
The target VLC table, MPEG-2 DCT AC coefficient Table-Bl4dissipation of the VLC detector is also plotted in Fig. 9(b). The
was partitioned into a number of LUTs and BLKs. The pamcaches and the modified accumulator configuration are effective
titioning scheme employed in the implementation is differem reducing overall power. From the energy consumption result
from the fine-grain partitioning scheme [8]. Since a VLC deplotted in Fig. 9(d), LUT1 is determined to have eight entries.
tector consumes much more power than a small LUT, a maximalFig. 10 shows the low power VLD architecture for the 12-bit
number of codewords permitted by a given input bit-width arél.C detector. Like the case of the 8-bit VLC detector, table
used to construct LUTs. Each VLD described in structure-levgartitioning and cache insertion were applied together. As the
Verilog was synthesized with a 0.36n cell library [12] using codeword window is enlarged, the chance to insert caches is also
Synopsys Design Compiler. The LUTs, Caches, and BLKs weirecreased. Therefore, four caches are employed in this architec-
implemented using random logic rather than PLA. After the symdre. This VLD operates in almost the same way as the one with
thesis, the gate-level netlist was converted into a transistor-letied 8-bit VLC detector. The simulation results are presented in
Spice file. Finally, power simulation was conducted using Epigig. 11. The power reduction obtained by the caches is maxi-
PowerMill at the typical operating condition. The VLC streammally 18.9%. The VLD with the 12-bit VLC detector consumes
obtained in Section Il were also used as input stimuli for thevo times or more power than the one with the 8-bit VLC de-
power simulation. tector.
The output size of the VLC detector greatly influences overall The low power VLD architecture based on the 16-bit VLC
throughput and power consumption of the VLD. A small VLGletector is shown in Fig. 12, where five caches are used. In this
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Fig. 9. Simulation results of the proposed VLD shown in Fig. 8. Th&ig. 11. Simulation results of the proposed VLD shown in Fig. 10. The
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consumption, (b) VLC detector power consumption, (c) throughput, (d) VLBonsumption, (b) VLC detector power consumption, (c) throughput, (d) VLD

energy consumption for decoding a 10 kB VLC stream. energy consumption for decoding a 10 kB VLC stream.
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Fig. 12. Proposed low-power cache-equipped VLD architecture with a 16-bit
VLC detector.

Fig. 10. Proposed low-power cache-equipped VLD architecture with a 12-bit

VLC detector. VLC detector activations affects a great deal on the entire power
dissipation.

case, we can apply the proposed cache scheme to all codeword§he power consumption of the proposed VLD is compared to
Provided that long codewords are decomposed into prefixes ahd previous VLD proposed in [8] that has been known as the
remaining codewords, the latter ones are also as short as thosst low-power architecture. To make the comparison fair, we
found in LUT1. The simulation result is presented in Fig. 13edesigned the previous one with the same standard cell library
Power reduction is plotted in Fig. 13(a) and (b). The powé¢t2] that was used for the design of the proposed VLD. The
saving of 9.3% is obtained from the proposed cache insertisimulation results are compared in Table IV. Besides the higher
method. The power reduced in the VLC detector is as high #soughput, approximately 30% of power reduction is achieved
22.8%. The power is mainly reduced by the fact that the 16-Hiy employing the proposed cache scheme. Due to the two caches
VLC detector is activated fewer times. The reduced number aflded, 5% area overhead is observed.
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Fig. 13. Simulation results of the proposed VLD shown in Fig. 12. The[ ]

proposed cache scheme is not applied in (i) and applied in (ii). (a) VLD power
consumption, (b) VLC detector power consumption, (c) throughput, (d) VLD

energy consumption for decoding a 10 kB VLC stream. [11]
(12]
TABLE IV
PERFORMANCE COMPARISON
Cho [8] This work
Power 114.52 yW /MHz 82.66 uW/MHz
3.15 bits/cycle 3.53 bits/cycle
Throughput
0.56 codewords/cycle | 0.63 codewords/cycle
Energy 291 pJ/10KBytes 1.87 uJ/10KBytes
Normalized gate counts 1.00 1.05

V. CONCLUSION

In this paper, we have described a new low-power VLD
scheme to reduce the power dissipation of a VLC detect
where a lot of power is consumed. By exploiting the relatio
between two successive codewords, the number of V
detector activations is reduced. This idea was implemented
employing small LUTs working as fixed caches. The propos
scheme was applied to three differently sized VLC detectad
(8, 12, and 16 bits). For each VLC detector, the overall pow
consumption was significantly reduced at the expense o
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