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Abstract—Nonbinary turbo codes have many advantages over single-binary turbo codes, but their decoder implementations require much more memory, particularly for storing symbolic extrinsic information to be exchanged between two soft-input–soft-output (SISO) decoders. To reduce the memory size required for double-binary turbo decoding, this paper presents a new method to convert symbolic extrinsic information to bit-level information and vice versa. By exchanging bit-level extrinsic information, the number of extrinsic information values to be exchanged in double-binary turbo decoding is reduced to the same amount as that in single-binary turbo decoding. A double-binary turbo decoder is designed for the WiMAX standard to verify the proposed method, which reduces the total memory size by 20%.

Index Terms—Double-binary turbo codes, extrinsic information, maximum a posteriori algorithm, turbo decoding.

I. INTRODUCTION

THE TURBO codes introduced in 1993 are among the most powerful forward error correction codes and provide near-optimal performance approaching the Shannon limit [1]. Recently, nonbinary turbo codes have received a great deal of attention and are adopted in several mobile radio systems such as DVB-RCS and IEEE 802.16 standard (WiMAX) [2], as they can offer many advantages over single-binary turbo codes [3].

Compared with classical single-binary turbo codes, the size of extrinsic information memory becomes large since the number of extrinsic information values to be exchanged between two soft-input–soft-output (SISO) decoders increases significantly in nonbinary turbo decoding. Although nonuniform quantization adopted in single-binary turbo decoding can be applied to reduce the extrinsic memory size [4], the large memory size incurred by the increased number of extrinsic information values is still a major obstacle in implementing a nonbinary turbo decoder [5].

In order to reduce the memory size needed in double-binary turbo decoding, this paper presents a method to convert symbolic extrinsic information to bit-level information and vice versa. By converting symbol-level extrinsic information values into bit-level values, the number of extrinsic information values to be exchanged can be reduced. To verify the proposed method, a double-binary turbo decoder is implemented for the WiMAX standard.

II. EXTRINSIC INFORMATION IN DOUBLE-BINARY TURBO CODES

Focusing on nonbinary turbo decoding, we describe in this section the conventional symbol-level extrinsic information and implementation issues.

A. Symbol-Level Extrinsic Information in Double-Binary Turbo Codes

In an $m$-ary turbo code where a symbol is represented in $m$ bits, the number of possible symbol-level extrinsic information values is $2^m - 1$ [6]. Since the value of $m$ is two for double-binary turbo codes, three symbol-level extrinsic information values are defined as follows:

$$L^e_z = \ln \frac{p(u_k = z)}{p(u_k = 0)} \Rightarrow p(u_k = z) = p(u_k = 0) \cdot \exp[L^e_z]$$

(1)

where $z$ belongs to $\phi = \{01, 10, 11\}$, and $u_k$ is the input symbol consisting of two bits, and $p(\cdot)$ means the probability. The extrinsic information is exchanged iteratively between two SISO decoders during the whole decoding process. As indicated in (1), the extrinsic information in double-binary turbo codes is defined as the ratio of two input symbols, each of which consists of two bits. To store the increased number of extrinsic information values, a large memory is needed in implementing a nonbinary turbo decoder.

B. Memory Requirement in Double-Binary Turbo Decoder

A typical turbo decoder is based on the time-multiplex architecture that contains only one SISO decoder, one interleaver, and one extrinsic memory [7]. For the SISO decoder, the sliding-window technique, is widely used to reduce the memory needed to store metric values [5]. To avoid the complex dummy metric calculation required in the sliding-window technique, we can adopt the border memory in nonbinary turbo decoding [5]. However, the extrinsic information memory cannot be reduced even if the sliding-window technique is employed, and the size is determined by the largest frame size that is 2400 pairs in the WiMAX standard [2].

The experimental environment for the WiMAX turbo code is indicated in Table I, where ($q, f$) denotes a quantization scheme that uses $q$ bits in total and $f$ bits to represent the fractional part. Taking into account the quantization scheme indicated in Table I, the memory size required for a double-binary SISO decoder is summarized in Table II, and that for storing extrinsic information values is tabulated in Table III. It is crucial to reduce the extrinsic information memory, as the extrinsic information...
TABLE I
SIMULATION ENVIRONMENT

<table>
<thead>
<tr>
<th>SISO Algorithm</th>
<th>Max-log-MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window Size</td>
<td>32</td>
</tr>
<tr>
<td>Quantization</td>
<td>Received input: (4, 2) Branch Metric &amp; State Metrics: (10, 2) Extrinsic Information: (8, 2) LLR value: (11, 2)</td>
</tr>
</tbody>
</table>

TABLE II
MEMORY CONFIGURATION FOR ONE SISO DECODER

<table>
<thead>
<tr>
<th>Forward Metric Memory</th>
<th>2 banks, 32*(10^7) bits/bank 4480 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch Metric Memory</td>
<td>2 banks, 32*(10^8) bits/bank 5120 bits</td>
</tr>
<tr>
<td>Border Metric Memory</td>
<td>(2400/32)-1*(10^7) bits 5180 bits</td>
</tr>
</tbody>
</table>

TABLE III
MEMORY CONFIGURATION FOR THE EXTRINSIC INFORMATION

<table>
<thead>
<tr>
<th>Extrinsic Info. Memory</th>
<th>I_e^0</th>
<th>I_e^10</th>
<th>I_e^11</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 banks, 8*2400 bits/bank</td>
<td>38400 bits</td>
<td>38400 bits</td>
<td>38400 bits</td>
</tr>
<tr>
<td>2 banks, 8*2400 bits/bank</td>
<td>38400 bits</td>
<td>38400 bits</td>
<td>38400 bits</td>
</tr>
<tr>
<td>2 banks, 8*2400 bits/bank</td>
<td>38400 bits</td>
<td>38400 bits</td>
<td>38400 bits</td>
</tr>
<tr>
<td>Total</td>
<td>115200 bits</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

memory is much bigger than the memory required in SISO decoding, as indicated in Tables II and III.

In higher order nonbinary turbo decoders such as triple-binary (m = 3) and quaternary (m = 4) turbo decoders [6], [8], the extrinsic information memory becomes much bigger, since the number of extrinsic information values to be stored is proportional to 2^m - 1.

III. PROPOSED BIT-LEVEL EXTRINSIC INFORMATION EXCHANGE

Here, we propose a new bit-level extrinsic information exchange method that can reduce the number of extrinsic values to be exchanged between two SISO decoders, as shown in Fig. 1. Specifically, we present two conversions—symbol-to-bit conversion and bit-to-symbol conversion of extrinsic information. With simple conversions, the number of values to be exchanged can be reduced from the number of possible symbols, 2^m - 1, to the number of bits in a symbol, mb, without inducing any modifications to conventional symbol-based double-binary SISO decoders. Therefore, the proposed method is effective in reducing the size of extrinsic information memory regardless of quantization.

A. Bit-Level Extrinsic Information for Double-Binary Turbo Codes

Like the symbol-level extrinsic information in (1), two bit-level extrinsic information values are defined as follows:

\[
L_{bc}^A = \log \frac{p(A=1)}{p(A=0)} \Rightarrow p(A=1) = p(A=0) \cdot \exp[L_{bc}^A]
\]

\[
L_{bc}^B = \log \frac{p(B=1)}{p(B=0)} \Rightarrow p(B=1) = p(B=0) \cdot \exp[L_{bc}^B]
\]

where the input symbol \( u_k \) consists of a pair of two bits, \( A \) and \( B \), i.e., \( u_k = AB \). The bit-level probabilities in (2) can be derived from the symbol-level probabilities in (1), as described in the following:

\[
p(A=0) = p(u_k = 00) + p(u_k = 01) \quad (3a)
\]

\[
p(A=1) = p(u_k = 10) + p(u_k = 11) \quad (3b)
\]

\[
p(B=0) = p(u_k = 00) + p(u_k = 10) \quad (3c)
\]

\[
p(B=1) = p(u_k = 01) + p(u_k = 11). \quad (3d)
\]

Considering the basic property of the probabilities

\[
p(A=0) + p(A=1) = p(A=0) \cdot (1 + \exp[L_{bc}^A]) = 1 \quad (4a)
\]

\[
p(B=0) + p(B=1) = p(B=0) \cdot (1 + \exp[L_{bc}^B]) = 1. \quad (4b)
\]

Similarly, for the symbol-level probabilities

\[
p(u_k = 00) + p(u_k = 01) + p(u_k = 10) + p(u_k = 11) = p(u_k = 00) \cdot (1 + \exp[L_{e}^{10}] + \exp[L_{e}^{11}] + \exp[L_{e}^{11}]) = 1. \quad (5)
\]

From the aforementioned properties, \( p(u_k = 00) \) can be expressed as follows:

\[
p(u_k = 00) = \frac{1}{(1 + \exp[L_{bc}^A]) \cdot (1 + \exp[L_{bc}^B])} = \frac{1}{(1 + \exp[L_{e}^{10}] + \exp[L_{bc}^B])}. \quad (6)
\]

Additionally, the following equation can be derived from (3):

\[
p(u_k = 11) - p(u_k = 00) = p(B=1) - p(A=0) = p(A=1) - p(B=0). \quad (7)
\]

Using (2), (4), and (7), we can derive

\[
\exp[L_{e}^{11}] = \frac{1}{p(u_k = 00)} \cdot \left( \frac{\exp[L_{bc}^A]}{1 + \exp[L_{bc}^A]} - \frac{1}{1 + \exp[L_{bc}^B]} \right) + 1
\]

\[
= \frac{1}{p(u_k = 00)} \cdot \left( \frac{\exp[L_{bc}^B]}{1 + \exp[L_{bc}^B]} - \frac{1}{1 + \exp[L_{bc}^A]} \right) + 1. \quad (8)
\]
By applying (6) to (8)

\[
\exp[I_{e}^{11}] = \exp[I_{be}^{A}] \cdot (1 + \exp[I_{e}^{01}]) - \exp[I_{e}^{10}] = \exp[I_{be}^{B}] \cdot (1 + \exp[I_{e}^{10}]) - \exp[I_{e}^{01}]. \tag{9}
\]

Since \(p(A = 0) \cdot p(B = 1) = p(A = 1) \cdot p(B = 0) = p(u_k = 01) - p(u_k = 10)\), we can obtain the following relations from (6):

\[
\exp[I_{e}^{01}] = \frac{\exp[I_{be}^{B}] - \exp[I_{be}^{A}]}{1 + \exp[I_{be}^{B}]}, \tag{10a}
\]

\[
\exp[I_{e}^{10}] = \frac{\exp[I_{be}^{A}] - \exp[I_{be}^{B}]}{1 + \exp[I_{be}^{A}]}, \tag{10b}
\]

By considering both (9) and (10), we can obtain the relations among the symbol-level extrinsic information values with the bit-level extrinsic information values

\[
\exp[I_{e}^{11}] = \frac{\exp[I_{be}^{A}] \cdot (1 + \exp[I_{be}^{B}])}{1 + \exp[I_{be}^{A}]}, \tag{11}
\]

As expressed above, two bit-level extrinsic information values can be obtained from three symbol-level extrinsic information values. Therefore, the number of values to be stored in the memory can be reduced from three to two.

### C. Bit-to-Symbol Conversion of Extrinsic Information

To keep the compatibility with the conventional symbol-based SISO decoder, we should retrieve the symbol-level extrinsic information values from the bit-level extrinsic information values, as shown in Fig. 1. Using the relations derived previously, the proposed bit-to-symbol conversion of extrinsic information can be classified into four cases by taking into account the sign values of the two bit-level extrinsic information values.

1) Case I: \(L_{be}^{A} \geq 0\) and \(L_{be}^{B} \geq 0\): From (8)–(11), we can relate \(I_{e}^{11}\) with the two bit-level extrinsic information values as follows:

\[
\exp[I_{e}^{11}] = \frac{1}{p(u_k = 00)} \cdot \left( \frac{\exp[I_{be}^{A}] - 1}{1 + \exp[I_{be}^{A}]} \right) + 1
\]

\[
\simeq p(A = 0) \cdot p(B = 0) \cdot \left( \frac{\exp[I_{be}^{A}] - 1}{1 + \exp[I_{be}^{A}]} \right) + 1
\]

\[
= (1 + \exp[I_{be}^{A}]) \cdot \left( \frac{\exp[I_{be}^{A}] - 1}{1 + \exp[I_{be}^{A}]} \right) + 1
\]

\[
= \exp[I_{be}^{A}] + \exp[I_{be}^{B}] . \tag{14}
\]

where \(p(u_k = 00)\) is approximated to \(p(A = 0) \cdot p(B = 0)\). From (14), \(I_{e}^{11}\) can be determined as follows:

\[
I_{e}^{11} \simeq \ln(\exp[I_{be}^{A}] + \exp[I_{be}^{B}]) \simeq \max(I_{be}^{A}, I_{be}^{B}). \tag{15}
\]

Additionally, we can use (11) to approximate \(I_{e}^{10}\) as follows:

\[
I_{e}^{10} = \ln \left( \frac{1 + \exp[I_{be}^{A}]}{1 + \exp[I_{be}^{B}] - 1} \right)
\]

\[
\simeq \ln(\exp[-I_{be}^{B}] \cdot \exp[I_{be}^{11}] - 1)
\]

\[
\simeq \ln(\exp[I_{e}^{11}] - I_{e}^{10}) \simeq \max(I_{be}^{A}, I_{be}^{B}) - I_{be}^{10} . \tag{16}
\]
2) Case II: $L_{ec}^A \geq 0$ and $L_{ec}^B < 0$: Using the relations between $L_{ec}^A$ and $L_{ec}^B$ in (10a) and (10b), we can approximate $L_{ec}^{10}$ and $L_{ec}^{01}$

$$L_{ec}^{10} = \ln \left( \frac{\exp[L_{be}^A] - \exp[L_{be}^B]}{1 + \exp[L_{be}^B]} \cdot \frac{1 + \exp[L_{be}^A]}{1 + \exp[L_{be}^B]} \cdot \exp[L_{e}^{01}] \right)$$

$$\approx \ln \left( \frac{\exp[L_{be}^A] - \exp[L_{be}^B]}{1 + \exp[L_{be}^B]} \right) \cdot p(u_k = 00)$$

$$\approx L_{be}^A \cdot p(u_k = 00) \quad (\because \exp[L_{be}^A] = 0$$

$$L_{ec}^{01} = \ln \left( \frac{\exp[L_{be}^B] - \exp[L_{be}^A]}{1 + \exp[L_{be}^A]} \cdot \frac{1 + \exp[L_{be}^B]}{1 + \exp[L_{be}^A]} \cdot \exp[L_{e}^{10}] \right)$$

$$\approx \ln \left( -1 + \exp[-L_{be}^A + L_{be}^{10}] \right) \approx -L_{be}^A + L_{be}^{10} \approx 0 \quad (\because \text{from (17), } L_{be}^{10} \approx L_{be}^A).$$

According to (9), $L_{ec}^{11}$ can be expressed as follows:

$$L_{ec}^{11} = \ln \left( \exp[L_{be}^B] \cdot (1 + \exp[L_{be}^{10}]) - \exp[L_{e}^{01}] \right)$$

$$\approx L_{be}^B + L_{be}^{10} \approx L_{be}^A + L_{be}^{10} \quad (\because \text{from (17), } L_{be}^{10} \approx L_{be}^A).$$

3) Case III: $L_{ec}^A < 0$ and $L_{ec}^B \geq 0$: In this case, symbol-level extrinsic information values can be retrieved similarly as discussed in Case II. Therefore

$$L_{ec}^{01} \approx L_{be}^B \quad L_{ec}^{10} \approx 0 \quad L_{ec}^{11} \approx L_{be}^A + L_{be}^{10} \quad \text{and} \quad L_{ec}^{01} \approx L_{be}^B.$$ 

4) Case IV: $L_{ec}^A < 0$ and $L_{ec}^B < 0$: Since the two bit-level extrinsic information values are less than zero in this case, we can roughly approximate $p(u_k = 00)$ as follows:

$$p(u_k = 00) \approx p(A = 0) \cdot p(B = 0)$$

$$\approx \frac{1}{1 + \exp[L_{be}^A] + \exp[L_{be}^B]} (21)$$

According to (8) and (21)

$$L_{ec}^{11} \approx \ln \left( \left(1 + \exp[L_{be}^A] + \exp[L_{be}^B]\right) \right)$$

$$\approx \ln \left( \frac{\exp[L_{be}^A] + \exp[L_{be}^B]}{1 + \exp[L_{be}^A] + \exp[L_{be}^B]} \right) + 1$$

$$\approx \ln \left( \frac{\exp[L_{be}^A + L_{be}^B]}{1 + \exp[L_{be}^A] + \exp[L_{be}^B]} \right)$$

$$\approx L_{be}^A + L_{be}^B - \max(L_{be}^A, L_{be}^B).$$

$$\text{We can approximate (11) by considering } L_{be}^A < 0 \text{ and } L_{be}^B < 0$$

$$\exp[L_{e}^{11}] \approx \exp[L_{be}^A] \cdot (1 + \exp[L_{be}^B])$$

$$\approx \exp[L_{be}^A] \cdot (1 + \exp[L_{be}^B])$$

$$\approx \exp[L_{be}^A] \cdot (1 + \exp[L_{be}^B])$$

$$\approx \exp[L_{be}^A] \cdot (1 + \exp[L_{be}^B])$$

$$\approx \exp[L_{be}^A] \cdot (1 + \exp[L_{be}^B])$$

Therefore, $L_{ec}^{01} \approx L_{be}^B$ and $L_{ec}^{10} \approx L_{be}^A$.

As described previously, symbol-level extrinsic information values can be retrieved from bit-level extrinsic information values by using simple operations such as addition and maximum. Similarly, symbol-to-bit conversion can be derived for higher order nonbinary turbo codes by expressing the bit-level probabilities with the symbol-level probabilities. After the symbol-level extrinsic information is expressed with the bit-level extrinsic information, the bit-to-symbol conversion can be obtained by applying appropriate approximations according to the sign values of the bit-level extrinsic information.

IV. EXPERIMENTAL RESULTS

The proposed conversion method is applied to decode the turbo code specified in the WiMAX standard. With the experimental environment denoted in Table I, Fig. 2 shows the BER performance of a turbo decoder employing the proposed conversion method and compares with that of the conventional turbo decoder [5] using the symbol-level extrinsic information directly. The BER performances are measured for a coding rate of 1/2. Although some approximations are applied in deriving the proposed conversions, they lead to only a slight degradation of the signal-to-noise ratio, about less than 0.1 dB, since the extrinsic information does not need to be exact in decoding [4]. Consequently, we can reduce the number of extrinsic information values to be exchanged without inducing a considerable loss of error-correcting capability.
TABLE IV
SINGLE-PORT SRAM SIZE REQUIRED FOR THE TURBO DECODER

<table>
<thead>
<tr>
<th></th>
<th>Conventional [6]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Frame Memory</td>
<td>57600 bits</td>
<td>57600 bits</td>
</tr>
<tr>
<td>Forward Metric Memory</td>
<td>4480 bits/SISO</td>
<td>4480 bits/SISO</td>
</tr>
<tr>
<td>Branch Metric Memory</td>
<td>5120 bits/SISO</td>
<td>5120 bits/SISO</td>
</tr>
<tr>
<td>Border Metric Memory</td>
<td>2*5180 bits = 10360 bits</td>
<td>2*5180 bits = 10360 bits</td>
</tr>
<tr>
<td>Extrinsic Info. Memory</td>
<td>115200 bits</td>
<td>76800 bits</td>
</tr>
<tr>
<td>Total</td>
<td>192760 bits (100%)</td>
<td>154360 bits (80.0%)</td>
</tr>
<tr>
<td></td>
<td>SISO x 1</td>
<td>183160 bits (82.7 %)</td>
</tr>
<tr>
<td></td>
<td>SISO x 4</td>
<td></td>
</tr>
</tbody>
</table>

A. Hardware Implementation

With the quantization scheme indicated in Table I, a turbo decoder associated with the proposed conversion was designed in Verilog HDL and synthesized with a 0.18-μm CMOS standard-cell library and compiled SRAM memories. The turbo decoder is based on the time-multiplex architecture and employs a dedicated hardware interleaver [5], as shown in Fig. 3. The memory size required for the turbo decoder is summarized in Table IV. Since a separate border memory is needed for each SISO decoding, two border memories are integrated in the decoder implementation. By adopting the proposed bit-level extrinsic information exchange method, the memory size required for the extrinsic information is reduced to two-thirds of the conventional method, as denoted in Table IV. When several SISO decoders are adopted to achieve a higher throughput, the size of the state metric memory should be increased, but the proposed conversion is still effective in reducing the total memory size required in double-binary turbo decoders. To verify the proposed method, a double-binary turbo decoder is designed for the WiMAX turbo code. By applying the proposed conversion method, the total memory size is reduced by 20%.
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